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ABSTRACT

Recently, Independent Component Analysis (ICA) has been
applied to not only problems of blind signal separation, but
also feature extraction of patterns. However, the effective-
ness of features extracted by ICA (ICA features) has not
been verified yet. As one of the reasons, it is considered that
ICA features are obtained by increasing their independence
rather than by increasing their class separability. Hence, we
can expect that high-performance pattern features are ob-
tained by introducing supervisor into conventional ICA al-
gorithms such that the class separability of features is en-
hanced. In this work, we propose SICA by maximizing
Mahalanobis distance between classes. Moreover, we pro-
pose a new distance measure in which each ICA feature
is weighted by the power of principal components consist-
ing of the ICA feature. In the recognition experiments,
we demonstrate that the better recognition accuracy for two
data sets in UCI Machine Learning Repository is attained
when using features extracted by the proposed SICA.

1. INTRODUCTION

Recently, Independent Component Analysis (ICA) has been
widely known as a decorrelation technique based on high-
order moment of input signals [1]. ICA has been so far
applied to problems of blind signal separation. On the other
hand, feature extraction of images and sounds has been also
focused as one of prominent applications of ICA [2,3,4,5].

Bartlett & Sejnowski extracted feature vectors from im-
ages of human faces using ICA, and showed that these vec-
tors had greater viewpoint invariance for human faces as
compared with Principal Component Analysis (PCA) ones
[6]. PCA decorrelates only the second order statistics of in-
put signals, this result indicates that higher-order features
are useful for capturing invariant features of face patterns
as well as the second-order features. Such invariant charac-
teristics of features extracted by ICA might be attractive for
other pattern recognition problems. However, in general, it
is not easy to obtain high-performance features using ICA.

This might be originated in the fact that class information
is not taken into consideration when feature extraction is
carried out. Hence, one can expect that good pattern fea-
tures are obtained by introducing supervisor into conven-
tional ICA algorithms such that the class separability of fea-
tures is enhanced. Umeyama has applied Supervised ICA
by Maximizing Correlation with control signals (here we
shall denote as SICA-MC) [7] to images of human faces. In
our previous works [8], we have verified the effectiveness of
SICA-MC for feature extraction of handwritten characters.

In this paper, we propose a new Supervised ICA by
maximizing Mahalanobis Distance between class features
(SICA-MD). In Section 2, we describe feature extraction
using the conventional ICA algorithm. In Section 3, we pro-
pose a Supervised ICA algorithm to extract features such
that the class separability of extracted feature is enhanced.
In Section 4, we present experimental results for two bench-
mark data sets in UCI Machine Learning Repository. The
last section contains the conclusions of this study.

2. FEATURE EXTRACTION USING ICA

Suppose that we observe a L-dimensional zero mean input
pattern at time k, x(k) = [x1(k), x2(k), ..., xL(k)]T , where
T means the transposition of matrices and vectors. Assume
that this patternx(k) is linearly composed of M statistically
independent components s(k) = [s1(k), s2(k), ..., sM (k)]T

(M < L) as shown bellow:

x(k) = As(k), (1)

where A means a L × M unknown mixing matrix. We
estimate A such that each component of s̃(k) becomes in-
dependent each other as much as possible.

In this paper, we shall adopt the bigradient algorithm
proposed by Karhunen and Oja as an ICA algorithm [9]. In
this algorithm, input patterns x(k) are whitened by PCA at
first as shown in the following equation:

v(k) = D−1/2UTx(k), (2)
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Figure 1: A block diagram of feature extraction of feature
vector using ICA.

whereD andU are given as follows: D = diag[λ1, ..., λM ]
andU = [u1,u2, ...,uM ]. Here, λi is the ith largest eigen-
value of the covariance matrix E{x(k)x(k)T } andui is the
ith eigenvector. Note that these whitening vectors v(k) are
mutually uncorrelated and normalized. The uncorrelated-
ness of features is a necessary condition to be independent.
Hence, after the whitening higher order statistical compo-
nents generally are easily uncorrelated. Using v(k), inde-
pendent components s̃(k) can be given by the following
equation:

s̃(k) = Wv(k), (3)

whereW is an M×M separation matrix that is constrained
to be an orthonormal matrix. From Eqs. (2)(3), the input-
output relation in the ICA process is represented as follows:

s̃(k) =WD−1/2UTx(k) = Bx(k). (4)

Fig. 1 shows a block diagram of the information pro-
cessing in ICA. The ith column vector bi ofB corresponds
to a base vector (ICA-base vector) spanning the L-dimensional
feature space, and s̃i(k) is the projection value for this base
vector. Karhunen and Oja has proposed a cost function for
ICA that is defined by using the forth-order cumulants of
s̃i(k), called kurtosis; this cost function is maximized such
that s̃i(k) is subject to a non-Gaussian distribution. The up-
dating formula ofW in the Oja’s ICA algorithm is given by
the following equation:

W k+1 = W k + µ(tanh s̃(k))v(k)T

+γW k(I −W kW
T
k )W k, (5)

where tanh s̃(k) is the vector whose components are calcu-
lated by tanh s̃i(k).

In pattern recognition problems, it is more desirable that
extracted pattern features belonging to different classes are
mutually separated as much as possible in the feature space.
ICA algorithm, however, is categorized unsupervised learn-
ing; that is, class information is not taken into consideration
when feature extraction is carried out. Therefore, high sepa-
rability of extracted features is not always ensured. To over-
come this problem, we shall introduce an additional cost
function, which is defined by the Mahalanobis distance be-
tween ICA features of two different classes, into the con-

ventional cost function. We call it Supervised ICA by max-
imizing Mahalanobis Distance between classes (SICA-MD)
in the followings.

3. FEATURE EXTRACTION USING SICA-MD

For all sample patterns of class l and m, within-class scatter
matrix ΣWlm

and between-class scatter matrix ΣBlm
are

calculated by the following equations:

ΣWlm
=

∑
c=l,m

p(c)
1
nc

∑
v∈χc

(v − dc)(v − dc)T (6)

ΣBlm
=

∑
c=l,m

p(c)(dc − d)(dc − d)T , (7)

(l, m = 1, ..., C)

where χc, nc, and C mean the pattern set of the class c, the
number of samples of class c, and the number of classes,
respectively. d, dc, and p(c) correspond to the mean vector
of all classes, the mean vector of the class c, and the prior
probabilities of the class c, respectively.

From all sample patterns of the class l and m, the within-
class scatter Σ̂Wlm

and the between-class scatter Σ̂Blm
of

ICA features are given by the following equations:

Σ̂Wlm
=

∑
c=l,m

(
p(c)

1
nc

∑
v∈χc

wi
T (v − dc)(v − dc)Twi

)
=wi

T ΣWlmwi (8)

Σ̂Blm
=

∑
c=l,m

p(c)wi
T (dc − d)(dc − d)Twi

=wi
T ΣBlm

wi. (9)

Hence, the Mahalanobis distance φlm(wi) between ICA
features of class l and m is given as follows:

φlm(wi) =
Σ̂Blm

Σ̂Wlm

=
wi

T ΣBlm
wi

wi
T ΣWlmwi

. (10)

In SICA-MD, the Mahalanobis distance φlm(wi) as well
as the independence of features are simultaneously maxi-
mized.

As we can see from the example shown in Fig. 2, the
separability of ICA features can be enhanced by rotating the
obtained ICA base vectors. To do that, we can define an ad-
ditional cost function such that the weighted sum of Maha-
lanobis distances between two classes is maximized. Here,
we want to separate ICA features of different classes that
have similar values. Hence, we shall determine the weights
in inverse proportion to the distance between the centers of
two classes. More concretely, using the initial vectorw i0 of
wi, the mean features are first calculated from its projection
values. Then, their Mahalanobis distances are obtained for
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Figure 2: Schematic diagram of the feature transformation
by maximizing Mahalanobis distance between ICA features
of two different classes. The axis bICA is a base vector ob-
tained by unsupervised ICA, and the other axis bSICA is a
base vector obtained by maximizing Mahalanobis distance
between ICA features. The two hatched regions schemati-
cally mean the distributions of pattern vectors of class l and
m. The two black-painted distributions shown in (a) and (b)
correspond to the probability density functions of the ICA
features projected onto bICA and bSICA, respectively.

all combinations of two classes. Here, we denote the dis-
tance between mean features of class l and m as φlm(wi0),
and these distances are used for the weights in the cost func-
tion. Let us define the weights 1/φ2

lm(wi0) for the Maha-
lanobis distance of φlm(wi) as follows:

Φ(wi) =
c−1∑
l=1

c∑
m=l+1

1
φ2

lm(wi0)
φlm(wi). (11)

From this cost function, we can obtain the following deriva-
tive ψi:

ψi =
∂Φ(wi)

∂wi
=

c−1∑
l=1

c∑
m=l+1

1
φ2

lm(wi0)
∂(φlm(wi))

∂wi
(12)

(i = 1, ..., M),

where

∂(φlm(wi))
∂wi

=
2({wi

T ΣWlmwi}ΣBlm
wi − {wi

T ΣBlm
wi}ΣWlmwi)

{wi
T ΣWlmwi}2

. (13)

Equation (13) is added to the Oja’s ICA algorithm, and then
the update formula of W in the proposed SICA is given as

follow:

W k+1 =W k + µ(tanh s̃(k))v(k)T

+γW k(I −W kW
T
k )W k + αΨ, (14)

where

Ψ = [ψ1,ψ2, ...,ψM ]T . (15)

Here, α is a positive constant.

4. SIMULATIONS

To investigate the effectiveness of the proposed SICA (SICA-
MD), the recognition performance is evaluated for breast-
canser-wisconsin data and segmentation data in UCI Ma-
chine Learning Repository [10]. The numbers of classes in
these problems are two and seven, respectively. The seg-
mentation data are composed of 210 training data and 2100
test data. On the other hand, in the breast-cancer-wisconsin
data set, training data and test data are not preliminary des-
ignated. Hence, we evaluate the average performance through
cross validation. The parameter α in SICA determines the
weight of maximizing the separability against the indepen-
dence. Here, we use some of the training data in order to
optimize the parameter α; that is, the recognition perfor-
mances for various α are evaluated by using these training
data, and an optimal value of α is selected. The dimensions
of ICA features are set to the same dimensions of PCA fea-
tures that give the highest recognition performance. From
the results of the preliminary experiments, we set the di-
mensions of breast-cancer-wisconsin data and segmentation
data to 8 and 14, respectively.

In order to verify the effectiveness of maximizing the in-
dependence and the Mahalanobis distance of features simul-
taneously, we also evaluate the performance of features ex-
tracted by SICA-MD with µ = 0 in Eq. (14), in which only
the Mahalanobis distances are maximized. Moreover, as an-
other supervised ICA algorithm, we shall evaluate the per-
formance of features extracted by SICA-MC [7] in which
the control signals are set to average patterns for every classes.
Since the dimensions of breast-cancer-wisconsin data are 8,
a control signal is assigned to four different base vectors to
maximize their correlation. On the other hand, since the di-
mensions of segmentation data are 14, each control signal is
assigned to two different base vectors.

In the Oja’s ICA algorithm we need to whiten inputs
x(k) such that a separation matrix W is constrained to be
an orthonormal matrix. Therefore, we do not utilize the in-
formation about the eigenvalue λi of a PCA base vector ui.
This may cause the degradation of the recognition accuracy
when ICA features are utilized for recognition. To solve
this problem, we shall define the significance of ICA base-
vector bi depending on the eigenvalues λj .



From Eq. (4), the relation of the ICA base-vector b i and
the PCA-base vector ui is given by the following equation:

bi =
wi1√
λ1

u1 + ... +
wij√

λj

uj + ... +
wiM√
λM

uM . (16)

This ICA base vector is normalized as follows:

b̌i = (
wi1√
λ1

u1 + ...+
wij√

λj

uj + ...+
wiM√
λM

uM )/Ci, (17)

where

Ci =

√
(

wi1√
λ1

)2 + ... + (
wij√

λj

)2 + ... + (
wiM√
λM

)2. (18)

The similarity of b̌i anduj is given by b̌
T

i uj . Therefore, we
can define the following significance νi of ICA base-vector
bi based on the similarity to PCA base-vectors uj that have
large λjs:

ν2
i = λ1

2(b̌
T

1 u1)2 + ... + λM
2(b̌

T

MuM )2

=
1

C2
i

{λ1
2(

wi1√
λ1

)2 + ... + λM
2(

wiM√
λM

)2}

=
λ1w

2
i1 + ... + λMw2

iM

C2
i

. (19)

When the recognition is conducted, ICA feature vectors s̃(k)
are transformed into s̃′(k) = [ν1s1(k), ..., νMsM (k)]T .
Then, we calculate the direction cosine between the trans-
formed feature vectors for training data and test data. Let us
denote the distances calculated from the ICA feature vec-
tors s̃(k) and the transformed vectors s̃′(k) as “distance A”,
and “distance B”, respectively. After calculating these dis-
tances, the recognition is conducted using a k-nearest neigh-
bor classifier. Here, we set k to 1 and 3.

Table 1 shows the recognition accuracy for segmenta-
tion data, and Table 2 shows the recognition accuracy for
breast-cancer-wisconsin data. From the results for distance
A, we can see that the performance of extracted features
except PCA is almost the same. From the results for dis-
tance B, we can see that the highest performance features
can be extracted by the proposed SICA-MD. Moreover, we
can say that the performance of features extracted by SICA-
MD is higher than that of features extracted by SICA-MD
with µ = 0, in which only class distances are maximized.

In order to examine the independence of features, we
evaluate the kurtosis of extracted features, s̃ = [s̃1, ..., s̃M ].
The following absolute value of kurtosis is evaluated here:

kurt(s̃) =
1
M

M∑
i=1

∣∣∣E[s̃4
i ]

E[s̃2
i ]

− 3
∣∣∣. (20)

If s̃ has a larger absolute value of kurtosis, one can say that
this feature vector is more statistically independent. Table 3

Table 1: Recognition accuracy [%] for segmentation data.
(a)k=1

distance A distance B

PCA 79.00 −
ICA 88.05 84.24

SICA-MC 88.00 85.48
SICA-MD 88.05 90.33

SICA-MD (µ = 0) 88.05 87.10

(b)k=3
distance A distance B

PCA 73.29 −
ICA 83.19 80.67

SICA-MC 83.19 80.71
SICA-MD 83.19 86.86

SICA-MD (µ = 0) 83.19 83.86

Table 2: Recognition accuracy [%] for breast-canser-
wisconsin data.

(a)k=1
distance A distance B

PCA 90.00 −
ICA 88.97 89.56

SICA-MC 89.12 89.85
SICA-MD 89.12 90.73

SICA-MD (µ = 0) 89.12 90.44

(b)k=3
distance A distance B

PCA 90.44 −
ICA 89.26 90.73

SICA-MC 89.26 90.29
SICA-MD 89.26 90.88

SICA-MD (µ = 0) 89.26 90.73

Table 3: Kurtosis of extracted features for training samples
in (a) segmentation data and (b) breast-cancer-wisconsin
data.

(a) (b)
PCA 20.50 3.045
ICA 26.39 3.396

SICA-MC 19.34 3.056
SICA-MD 15.25 3.071

SICA-MD (µ = 0) 9.52 3.064



Table 4: Class separability of extracted features for train-
ing samples in (a) segmentation data and (b) breast-cancer-
wisconsin data.

(a) (b)
PCA 0.0004 54.77
ICA 0.0033 52.87

SICA-MC 0.031 51.98
SICA-MD 2.278 61.86

SICA-MD (µ = 0) 2.090 61.86

shows the results. We can see that the kurtosis of ICA fea-
tures is the highest. The reason why the kurtosis of SICA
features becomes smaller is that the maximization of class
separability as well as the maximization of independence
are carried out. Moreover, the kurtosis of features extracted
by SICA-MD is larger than SICA-MD with µ = 0. Con-
sidering the previous recognition results, we can verify the
effectiveness of increasing the independence of features.

We also calculate values of the cost function in Eq.(11)
in order to estimate the class separability. Table 4 shows the
results of the class separability. We can see that the highest
separability is obtained for the ICA features extracted by
SICA-MD. This suggests that the term of maximizing sepa-
rability in Eq.(11) works effectively in the proposed SICA.
Moreover, we can see that the class separability of features
by extracted SICA-MD is larger than SICA-MD with µ = 0
for segmentation data. From this result, one can say that in-
creasing the independence of features has good influence on
the class separability.

5. CONCLUSIONS

The conventional ICA algorithms are categorized into un-
supervised learning, and the class information is not taken
into consideration when feature extraction is carried out.
Therefore, high separability for extracted features is not al-
ways ensured. To overcome this problem, we propose a cost
function to maximize Mahalanobis distance between class
features as well as their independence. Moreover, we pro-
pose a new distance measure in which each ICA feature is
weighted by the power of principal components consisting
of the ICA feature.

From the results of the recognition experiments, it is
certified that the features obtained by the proposed super-
vised ICA is effective as compared with PCA features and
the other types of ICA features. From the results on class
separability of features, we can see that the maximization
of separability works effectively in the proposed SICA. In
the future works, we will apply it to other pattern recog-
nition problems, and verify the effectiveness in real world
problems.
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