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Abstract

Weak form efficiency of stock markets implies unpredictability of stock returns in a time series sense, and the latter is tested predominantly under a serial independence or martingale difference assumption. Since these properties rule out weak dependence that may exist in stock returns, it is of interest to test whether returns are white noise. We perform white noise tests assisted by Shao’s (2011) blockwise wild bootstrap. We reveal that, in rolling windows, the block structure inscribes an artificial periodicity in bootstrapped confidence bands. We eliminate the periodicity by randomizing a block size. The white noise hypothesis is accepted for Chinese and Japanese markets, suggesting that those markets are weak form efficient. The white noise hypothesis is rejected for U.K. and U.S. markets during the Iraq War and the subprime mortgage crisis due to significantly negative autocorrelations, suggesting that those markets are inefficient in crisis periods.
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1 Introduction

We test for stock market efficiency over rolling data sample windows, and make new contributions to the study of white noise tests. A stock market is weak form efficient if stock prices fully reflect historical price information (cf. Fama, 1970). Weak form efficiency implies unpredictability of stock returns in a time series sense, and the latter is extensively tested via various methods. Empirical results have been mixed, with substantial debate between advocates of the efficient market hypothesis (EMH) and proponents of behavioral finance. More recently, the adaptive market hypothesis (AMH) proposed by Lo (2004, 2005) attempts to reconcile the two opposing schools, arguing that the degree of stock market efficiency varies over time.

In line with those trends, a number of recent applications perform rolling window analysis in order to investigate the dynamic evolution of stock market efficiency. See Kim and Shamsuddin (2008), Lim, Brooks, and Kim (2008), Kim, Shamsuddin, and Lim (2011), Lim, Luo, and Kim (2013), Verheyden, De Moor, and Van den Bossche (2015), Anagnostidis, Varsakelis, and Emmanouilides (2016), Urquhart and McGroarty (2016), Charles, Darné, and Kim (2017), and Mitra, Chattopadhyay, Charan, and Bawa (2017) for recent studies. An advantage of rolling window analysis relative to non-overlapping subsample analysis is that the former does not require a subjective choice of the first and last dates of major events such as financial crises.


In terms of methodology, many early contributions use Lo and MacKinlay’s (1988) variance ratio test and its variants. Other tests include Hong’s (1999) spectral test, Wright’s (2000) non-parametric sign/rank test, Escanciano and Valasco’s (2006) generalized spectral test, and
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1 See Yen and Lee (2008) and Lim and Brooks (2009) for extensive surveys of stock market efficiency.
2 See Charles and Darné (2009) for a survey of variance ratio tests.
Escanciano and Lobato’s (2009) robust automatic portmanteau test.

Note that the implicit null hypothesis of all tests above is either that returns are serially independent or a martingale difference sequence (mds), since the utilized asymptotic theory requires such assumptions under the null hypothesis. These properties rule out higher forms of dependence that may exist in stock returns, while the mds property is generally not sufficient for a Gaussian central limit theory (e.g. Billingsley, 1961). Moreover, their test is not a true white noise test since it does not take into account serial correlations at all lags asymptotically.

A promising alternative is a white noise test with only serial uncorrelatedness under the null hypothesis, as well as standard higher moment and weak dependence properties to push through standard asymptotics. A rejection of the white noise hypothesis is supposed to serve as a helpful signal for arbitrages, since a rejection indicates the existence of non-zero autocorrelation at some lags. We place the present study in the literature that is strongly interested in whether asset returns are white noise, a useful albeit weak measure of market efficiency.3

Formal white noise tests with little more than serial uncorrelatedness under the null have not been available until recently. See Hill and Motegi (2017) for many detailed references, some of which are discussed below. Conventional portmanteau tests bound the maximum lag and therefore are not true white noise tests, although weak dependence, automatic lag selection, and a pivotal structure irrespective of model filter are allowed.4 Hong (1996, 2001) standardizes a portmanteau statistic, allowing for an increasing number of serial correlations and standard asymptotics.

Spectral tests operate on the maximum (and therefore increasing) number of serial correlations as the sample size increases, with variations due to Durlauf (1991), Hong (1996), Deo (2000), and Delgado, Hidalgo, and Velasco (2005). Cramér-von Mises and Kolmogorov-Smirnov variants can be found in Shao (2011) with a blockwise wild bootstrap procedure that allows for weak dependence under the null. A weighted sum of serial correlations also arises in the white noise

3 Another interpretation of the present analysis is testing if stock prices follow what Campbell, Lo, and MacKinlay (1997) call Random Walk 3 (i.e. random walk with uncorrelated increment) in a strict sense.


Hill and Motegi (2017) develop a new theory of white noise tests. They allow for a very broad class of dependent and heterogeneous data, and verify that Shao’s (2011) blockwise wild bootstrap is valid in such a general setting. Based on their theory, this paper uses the Cramér-von Mises test assisted by Shao’s (2011) blockwise wild bootstrap to test if stock returns are white noise.

We analyze daily stock price indices from China, Japan, the U.K., and the U.S. The entire sample period spans January 2003 through October 2015. We perform a rolling window analysis in order to capture time-varying market efficiency. The degree of stock market efficiency is expected to be time-dependent in view of the literature of the adaptive market hypothesis. It is of particular interest to see how market efficiency is affected by financial turbulence like the subprime mortgage crisis around 2008.

We are not aware of any applications of the blockwise wild bootstrap, except for Shao (2010, 2011) who analyzes temperature data and stock returns in a full sample framework. The present study is therefore the first use of the blockwise wild bootstrap in a rolling window framework, in which we found and corrected a key shortcoming. In rolling window sub-samples, the block structure inscribes an artificial periodicity in the bootstrapped data, and therefore in confidence bands. A similar periodicity occurs in the block bootstrap for dependent data, which Politis and Romano (1994) correct by randomizing a block size. We take the same approach to eliminate blockwise wild bootstrap periodicity. See Section 2 for key details, and see the supplemental material Hill and Motegi (2018, Sections 3-6) for complete details.

We find that the degree of market efficiency varies across countries and sample periods, as asserted by the adaptive market hypothesis. For Chinese and Japanese stock markets, the white noise hypothesis is accepted in most rolling windows, which is evidence for weak form efficiency. The same goes for U.K. and U.S. markets during non-crisis periods. When the U.K. and U.S. markets face greater uncertainty, namely the Iraq War and the subprime mortgage crisis, the white noise hypothesis is often rejected, which is evidence against weak form efficiency. Our empirical results are consistent with Kim and Shamsuddin (2008), Verheyden, De Moor, and Van den Bossche
(2015), and Charles, Darné, and Kim (2017) in the sense that a financial crisis lowers the degree of market efficiency in some countries but not in others.

Importantly, the rejection of white noise hypothesis in the U.K. and U.S. markets during crisis periods stems from large negative autocorrelations at lag 1. A negative correlation, in particular at low lags, signifies rapid changes in market trading, which is corroborated with high volatility during these times. The appearance of negative autocorrelations in short (e.g. daily or weekly) and long (e.g. 1 or 3-year) horizon returns is well documented. Evidence for positive or negative correlations depends heavily on the market, return horizon, and the presence of crisis periods. See, e.g., Fama and French (1988), who argue that predictable price variation due to mean-reversion in returns accounts for the negative correlation at short and long horizons.

The remainder of the paper is organized as follows. In Section 2 we explain the white noise tests and the blockwise wild bootstrap. Section 3 describes our data, and we report the empirical results in Section 4. Concluding remarks are provided in Section 5. A supplemental analysis using aggregated weekly and monthly data is performed in Appendix. See the supplemental material Hill and Motegi (2018) for omitted details on theory, simulations, and empirical analysis.

2 Methodology

2.1 White Noise Test

Let $P_t$ be a stock price index at day $t \in \{1, 2, \ldots, n\}$, then $r_t = \ln(P_t/P_{t-1})$ is the log return. Define population mean $\mu = E[r_t]$, variance $\gamma(0) = E[(r_t - \mu)^2]$, autocovariance $\gamma(h) = E[(r_t - \mu)(r_{t-h} - \mu)]$, and autocorrelation $\rho(h) = \gamma(h)/\gamma(0)$ for $h \geq 1$. We wish to test for the white noise hypothesis of the log return $r_t$:

$$H_0 : \rho(h) = 0 \quad \text{for all } h \geq 1 \quad \text{against} \quad H_1 : \rho(h) \neq 0 \text{ for some } h \geq 1.$$
A rejection of $H_0$ is evidence against weak form efficiency of the stock market, while a non-rejection is evidence for weak form efficiency.

Define sample mean $\mu_n = (1/n) \sum_{t=1}^{n} r_t$, variance $\hat{\gamma}_n(0) = (1/n) \sum_{t=1}^{n} (r_t - \mu_n)^2$, autocovariance $\hat{\gamma}_n(h) = (1/n) \sum_{t=h+1}^{n} (r_t - \mu_n)(r_{t-h} - \mu_n)$, and autocorrelation $\hat{\rho}_n(h) = \hat{\gamma}_n(h)/\hat{\gamma}_n(0)$ for $h \geq 1$. In this paper we use the Cramér-von Mises [CvM] statistic, which is based on the sample spectral density (cf. Shao, 2011):

$$C_n = n \int_{0}^{\pi} \left\{ \sum_{h=1}^{n-1} \hat{\gamma}_n(h) \psi_h(\lambda) \right\}^2 d\lambda, \quad \text{where} \quad \psi_h(\lambda) = (h\pi)^{-1} \sin(h\lambda). \quad (1)$$

By construction, all $n-1$ possible lags are used, and asymptotically $\gamma(h)$ is estimated for every integer $h \geq 1$. Thus, the CvM statistic can be used for a formal white noise test. The test statistic has a non-standard limit distribution under $H_0$, and Shao (2011) proves that the blockwise wild bootstrap, which is a version of the dependent wild bootstrap proposed in Shao (2010), is valid under certain conditions on moments and dependence. Hill and Motegi (2017) further relaxed the conditions imposed by Shao (2011). We therefore use the blockwise wild bootstrap to perform the CvM test.\footnote{In the supplemental material Hill and Motegi (2018, Section 7.2), we also perform Hill and Motegi’s (2017) max-correlation test and Andrews and Ploberger’s (1996) sup-LM test. As proven by Hill and Motegi (2017), those tests are asymptotically valid when assisted by the blockwise wild bootstrap. Hill and Motegi (2017) also find that those tests are comparable with the CvM test in terms of empirical size and power.}

### 2.2 Blockwise Wild Bootstrap

The blockwise wild bootstrap is executed as follows. Set a block size $b_n$ such that $1 \leq b_n < n$. Generate iid random numbers $\{\xi_1, \ldots, \xi_{n/b_n}\}$ with $E[\xi_i] = 0$, $E[\xi_i^2] = 1$, and $E[\xi_i^4] < \infty$. Assume for simplicity that the number of blocks $n/b_n$ is an integer. Standard normal $\xi_i$ satisfies these properties, and is used in the empirical analysis below. Define an auxiliary variable $\omega_t$ block-wise as follows: $\{\omega_1, \ldots, \omega_{b_n}\} = \xi_1$, $\{\omega_{b_n+1}, \ldots, \omega_{2b_n}\} = \xi_2$, ..., $\{\omega_{(n/b_n-1)b_n+1}, \ldots, \omega_n\} = \xi_{n/b_n}$. Thus, $\omega_t$ is

\footnote{In the supplemental material Hill and Motegi (2018, Section 7.2), we also perform Hill and Motegi’s (2017) max-correlation test and Andrews and Ploberger’s (1996) sup-LM test. As proven by Hill and Motegi (2017), those tests are asymptotically valid when assisted by the blockwise wild bootstrap. Hill and Motegi (2017) also find that those tests are comparable with the CvM test in terms of empirical size and power.}
iid across blocks, but perfectly dependent within blocks. Compute a bootstrapped autocovariance

\[
\hat{\gamma}_n^{(bw)}(h) = \frac{1}{n} \sum_{t=h+1}^{n} \omega_t \left\{ (r_t - \hat{\mu}_n)(r_{t-h} - \hat{\mu}_n) \right\} \quad \text{for } h = 1, \ldots, n - 1,
\]

and a bootstrapped CvM test statistic \( \hat{C}_n^{(bw)} \) by replacing \( \hat{\gamma}_n(h) \) in (1) with \( \hat{\gamma}_n^{(bw)}(h) \). Repeat \( M \) times, resulting in \( \{\hat{C}_{n,i}^{(bw)}\}_{i=1}^{M} \). The approximate p-value is \( \hat{p}_{n,M}^{(bw)} = (1/M) \sum_{i=1}^{M} I(\hat{C}_{n,i}^{(bw)} \geq \hat{C}_n^{(bw)}) \).

Now let the number of bootstrap samples satisfy \( M = M_n \to \infty \) as \( n \to \infty \). If \( \hat{p}_{n,M}^{(bw)} < \alpha \), then reject the null hypothesis of white noise at significance level \( \alpha \); otherwise do not reject the null.

The blockwise wild bootstrapped CvM test is asymptotically valid and consistent for a large class of processes that may be dependent under \( H_0 \): the asymptotic probability of rejection at level \( \alpha \) is exactly \( \alpha \) under \( H_0 \), and it is equal to 1 under \( H_1 \) (see Shao, 2011, Hill and Motegi, 2017).

In order to test \( \rho(h) = 0 \) for a specific horizon \( h \) or any set of horizons, (2) can be used to construct a bootstrapped correlation \( \hat{\rho}_n^{(bw)}(h) = \hat{\gamma}_n^{(bw)}(h) / \hat{\gamma}_n(0) \) and a confidence band under \( \rho(h) = 0 \). Compute \( \{\hat{\rho}_{n,i}^{(bw)}(h)\}_{i=1}^{M} \) and sort as \( \hat{\rho}_{n,[1]}^{(bw)}(h) \leq \hat{\rho}_{n,[2]}^{(bw)}(h) \leq \cdots \leq \hat{\rho}_{n,[M]}^{(bw)}(h) \). The 95% band for lag \( h \) is then \( [\hat{\rho}_{n,[0.025\times M]}^{(bw)}(h), \hat{\rho}_{n,[0.975\times M]}^{(bw)}(h)] \). In Section 4.1, we compute the bootstrapped 95% confidence band with \( h = 1 \).

### 2.3 Periodic Confidence Bands over Rolling Windows

The blockwise wild bootstrap has not been studied in a rolling window environment. Using the same auxiliary variable \( \omega_t \) in each block of size \( b_n \to \infty \), with \( b_n = o(n) \), is key toward allowing for general dependence under the null. Unfortunately, in a rolling window setting, the consequence is a periodically fluctuating p-value or confidence band, irrespective of the true data generating process (e.g. periodic fluctuations arise even for iid data).

The reason for the artificial periodicity is that similar blocking structures keep arising every
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6 Besides the blockwise wild bootstrap, Zhu and Li’s (2015) block-wise random weighting bootstrap can be applied to the CvM test statistic. Hill and Motegi (2017) find that both bootstrap procedures are comparable in terms of empirical size and power.
Consider two windows that are apart from each other by \( b_n \) windows (e.g. the first window is \( \{1, 2, \ldots, n\} \) and the \((b_n + 1)\)-th window is \( \{b_n + 1, b_n + 2, \ldots, b_n + n\} \)), where \( n \) is the size of a window. A block in one window is a scalar multiplication of a block in the other window, resulting in similar bootstrapped autocorrelations from those two windows. See the supplemental material Hill and Motegi (2018, Sections 3-6) for complete details and additional simulations that demonstrate the problem and solution. The problem is well known in the context of the block bootstrap (e.g. Politis and Romano, 1994), but has been ignored for the blockwise wild bootstrap.

As in Politis and Romano (1994) (cf. Lahiri, 1999), we resolve the problem by randomizing the block size for each bootstrap sample and window. Randomness across windows ensures that different windows have different blocking structures, and are therefore not multiples of each other. This removes the artificial periodicity successfully. Randomness across bootstrap samples makes the confidence bands less volatile, which is desired in terms of visual inspection.

In a full sample environment, Shao (2011) finds that block sizes \( b_n = c\sqrt{n} \) with \( c \in \{0.5, 1, 2\} \) perform comparably. We therefore pick a middle value \( c = 1 \) and add randomness as follows. We draw a uniform random variable \( c \) on \([1 - \iota, 1 + \iota]\) with \( \iota = 0.5 \) for each bootstrap sample and window, and use \( b_n = c\sqrt{n} \).

### 3 Data

We analyze log returns of the daily closing values of the Shanghai Stock Exchange Composite Index in China (called “Shanghai” hereafter), the Nikkei 225 Index in Japan (“Nikkei”), the FTSE 100 Index in the U.K. (“FTSE”), and the S&P 500 Index in the U.S. (“SP500”), all in local currencies from January 1, 2003 through October 29, 2015.\(^8\) The Shanghai index is selected as a representative of emerging markets, while Nikkei, FTSE, and SP500 are selected as

\(^7\) It remains an open question how to pick \( \iota \) in practice. There is a trade-off such that a small \( \iota \) does not fully eliminate periodicity due to little randomness, while a large \( \iota \) results in more volatility in confidence bands. In this paper we simply choose \( \iota = 0.5 \) as a rule of thumb, and verify via controlled experiments and empirical analysis that our choice yields sufficiently non-periodic, smooth confidence bands.

\(^8\) The data were retrieved from Bloomberg.
representatives of some of the most liquid, mature, and influential markets. For each series, we use a price return index as opposed to a total return index, hence we do not take dividends into account. We choose the price return index since it allows us to have long enough sample periods. Sample size differs across countries due to different holidays and other market closures: 3110 days for Shanghai, 3149 for Nikkei, 3243 for FTSE, and 3230 for SP500.\footnote{Market closures are simply ignored: log return on day $t$ is computed as the log difference between a price on day $t$ and a price on the previous business day.}

Figure 1 plots each stock price index and log return. For the former, the initial value is normalized at 100 for visual clarity. The subprime mortgage crisis in 2007-2008 (annotated as “Subprime” in the figure) caused a dramatic decline in the stock prices. FTSE and SP500 experienced relatively fast recovery from the stock price plummet in 2008, while Shanghai and Nikkei experienced a longer period of stagnation. Each return series shows clear volatility clustering, especially during the subprime mortgage crisis.

Besides the subprime mortgage crisis, there are a few episodes of financial turbulence that may affect the autocorrelation structure of each market. First, in 2014-2015, the Shanghai stock market experienced an apparent “bubble and burst”, and its magnitude is only slightly smaller than the subprime mortgage crisis (annotated as “Shanghai”). Second, Nikkei had a large negative log return of -0.112 on March 15, 2011, which is two business days after the Great East Japan Earthquake. Nuclear power plants in Fukushima were destroyed by a resulting tsunami, and investors had pessimistic sentiment on electricity supply (“Tsunami”). Third, in 2002 and 2003, the FTSE stock market faced a period of great uncertainty due to an economic recession, soaring oil prices, and the Iraq War (“Iraq”). FTSE fell for nine consecutive trading days in January 2003, losing 12.4% of its value. On March 13, 2003, FTSE had a rebound log return of 0.059, indicating an unstable market condition. Fourth, SP500 generated a log return of -0.069 on August 8, 2011 shortly after Standard & Poor’s downgraded the federal government credit rating from AAA to AA+ (“AA+”).

Each log return series has a positive mean, but it is not significant at the 5% level according to
Figure 1: Daily Stock Prices and Log Returns (01/01/2003 - 10/29/2015)
a bootstrapped confidence band. Shanghai returns have the largest standard deviation of 0.017, but Nikkei returns have the greatest range of $[-0.121, 0.132]$; it has the largest minimum and maximum in absolute value. Due to negative skewness and excess kurtosis, the p-values of the Kolmogorov-Smirnov and Anderson-Darling tests of normality are well below 1% for all markets, strong evidence against normality. See the supplemental material Hill and Motegi (2018, Table 7) for detailed summary statistics.

We perform the Phillips and Perron (1988) test on the level and log return of the stock price indices. We fail to reject the unit root null hypothesis at any conventional level for the level series, while we reject the unit root null at the 1% level for the log returns. The same result appears regardless of the model specification (i.e. without a constant, with a constant, and with a constant and linear time trend).

4 Empirical Results

We perform the rolling window analysis with various window sizes of $n \in \{240, 480, 720\}$ days (roughly 1, 2, and 3 years). This allows us to see whether results are specific to a window size choice. The first window contains $\{r_1, \ldots, r_n\}$, the second window contains $\{r_2, \ldots, r_{n+1}\}$, and the last window contains $\{r_{T-n+1}, \ldots, r_T\}$, where $T$ is the entire sample size that differs across countries (see Section 3).

4.1 Analysis of Autocorrelation at Lag 1

Figures 2-4 depict sample autocorrelations at lag $h = 1$ over rolling windows. For each window, the 95% confidence band based on the blockwise wild bootstrap is constructed under the null hypothesis of white noise. The sample correlations are plotted with solid black lines, while the confidence bands are plotted with dotted red lines. We use Shao’s (2011) fixed middle block sizes.

$^{10}$ The Phillips-Perron test requires a nonparametric variance estimator. We used a Bartlett kernel variance estimator with Newey and West’s (1994) automatic lag selection. P-values were computed via MacKinnon’s (1996) (one-sided) p-values.
\( b_n = \lceil \sqrt{n} \rceil \) so that \( b_n \in \{15, 21, 26\} \) in Figures 2-4, respectively. The number of bootstrap samples is \( M = 10000 \) for each window. Each point on the horizontal axis represents the initial date of each window.

Figure 2: Autocorrelations at Lag 1 with Window Size \( n = 240 \) (Fixed Block Size)

A striking result from Figures 2-4 is that the confidence bands exhibit periodic fluctuations, with the appearance of veritable seasonal highs and lows. Moreover, the zigzag movement repeats itself in every \( b_n \) windows. The confidence bands are particularly volatile for Nikkei and SP500 in 2011, reflecting the tsunami disaster and the securities downgrade shock. Note, however, that periodic confidence bands appear in all series and periods universally.

As discussed in Section 2.3, the periodicity arises because there are similar blocking structures
in every $b_n$ windows.\footnote{See the supplemental material \cite{Hill2018} for computational details and magnified plots.} Our proposed solution is randomizing the block size $b_n$. For each bootstrap sample, and each window, we independently draw $c$ from a uniform distribution on $[0.5, 1.5]$, and use $b_n = c\sqrt{n}$.\footnote{If we only randomize $b_n$ across windows (using the same randomized $b_n$ across all $M$ bootstrap samples), then the resulting confidence bands have volatility that largely exceeds the volatility of the observed data. By randomizing $b_n$ across bootstrap draws \textit{and} windows, both artificial periodicity and excess volatility are eliminated.}

See Figures 5-7 for results with the randomized block size. The periodic fluctuations are successfully removed. We still observe volatile bands for Nikkei in response to the tsunami disaster and for SP500 in response to the U.S. securities downgrade. These are not surprising results since the standard deviation, autocorrelation, and kurtosis of the log returns of those markets all spike
Figure 4: Autocorrelations at Lag 1 with Window Size $n = 720$ (Fixed Block Size)

in those periods.

In what follows, we discuss the empirical results with the randomized block size and $n = 240$ (Figure 5). The larger window sizes yield qualitatively similar implications, although a larger window size naturally leads to less detectable volatility (e.g. the confidence bands are monotonically less volatility as the window size increases). For Shanghai, the confidence bands are roughly [-0.1, 0.1] and they contain the sample correlation in most windows, suggesting that the Shanghai market is weak form efficient. Interestingly, the subprime mortgage crisis around 2008 did not have any noticeable impact on the correlation structure of the Shanghai market, although the stock price itself responded with a massive drop and volatility burst (Figure 1). In 2014-2015, the confidence bands are slightly wider, reflecting the bubble and burst in Shanghai. In
that period, the correlations sometimes go beyond 0.1 and outside the confidence bands. Hence, conditional on lag $h = 1$, there is a possibility that the Shanghai collapse had an adverse impact on the market efficiency.

The autocorrelation of Nikkei generally lies in $[-0.1, 0.1]$ and they are insignificant in most windows, suggesting that the Nikkei market is weak form efficient. The correlation goes beyond 0.1 in only one out of 2910 windows, which is window #1772 (March 24, 2010 - March 15, 2011). This is the first window that contains the tsunami shock.

For FTSE and SP500, we observe an interesting tendency that significantly negative autocorrelations sometimes emerge. For FTSE, the autocorrelation goes below -0.1 for 954 windows out of 3004; a rejection occurs in 478 out of the 954 windows; the correlation even goes below -0.2 for
106 windows, and a rejection occurs in 66 windows. Similar patterns arise in SP500. Recall that a rejection of the white noise hypothesis is evidence against weak form efficiency. Thus, U.K. and U.S. markets, which are broadly recognized as some of the most mature and liquid markets, are periodically inefficient, in particular during crisis periods.

Another implication from Figures 5-7 is that the significantly negative correlations concentrate on periods of financial turmoil: the Iraq-War in 2003 for FTSE and SP500, and the subprime mortgage crisis in 2008 for SP500. This suggests that negative correlations may be indicative of trading turmoil due to the rapid evolution of information. Evidence for negative correlations during crisis periods is not new. See, for example, Campbell, Grossman, and Wang (1993) who find a negative relationship between trading volume and serial correlation: high volume days
are associated with lower or negative correlations, due, they argue, to the presence of “non-informational” traders.

4.2 White Noise Test

We perform the CvM white noise test for each rolling window. See Figures 8-10 for bootstrapped p-values with window size $n \in \{240, 480, 720\}$, respectively. We use Shao’s (2011) blockwise wild bootstrap with block size $b_n = [c \times \sqrt{n}]$. We draw $c \sim U(0.5, 1.5)$ independently across $M = 5000$ bootstrap samples and rolling windows. The shaded areas in the figures depict the nominal size $p = 0.05$. Also see Table 1, in which we report the ratio of rolling windows where the null
hypothesis of white noise is rejected at the 5% level.

Table 1: Rejection Ratio of Cramér-von Mises Test across Rolling Windows

<table>
<thead>
<tr>
<th></th>
<th>Shanghai</th>
<th>Nikkei</th>
<th>FTSE</th>
<th>SP500</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 240</td>
<td>0.058</td>
<td>0.001</td>
<td>0.143</td>
<td>0.213</td>
</tr>
<tr>
<td>n = 480</td>
<td>0.010</td>
<td>0.000</td>
<td>0.171</td>
<td>0.266</td>
</tr>
<tr>
<td>n = 720</td>
<td>0.023</td>
<td>0.000</td>
<td>0.227</td>
<td>0.443</td>
</tr>
</tbody>
</table>

Figure 8: P-Values of CvM Test with Window Size $n = 240$ (Randomized Block Size)

Our results suggest that the Chinese and Japanese stock markets are weak form efficient throughout the whole sample period. When window size is $n = 240$ days, for example, a rejection happens in only 5.8% of all windows for Shanghai and 0.1% for Nikkei. Recall from Figures 5-7
that Shanghai has positive correlations that are barely significant in 2014-2015. Those are only correlations at lag 1, and statistical significance declines when all lags are considered jointly. A rejection rarely happens under the larger window sizes $n \in \{480, 720\}$ as well, suggesting the robustness of our finding.

FTSE and SP500 have more periods of inefficiency than Shanghai and Nikkei. When window size is $n = 240$ days, for example, a rejection happens in as many as 14.3% of all windows for FTSE and 21.3% for SP500. The rejections occur continuously during the Iraq War and the subprime mortgage crisis (see Figures 8-10). The former has a longer impact than the latter for FTSE, while the latter has a longer impact for SP500. This result is consistent with Figures 5-7. It is also consistent with the notion that high volatility is associated with lower or negative
In Table 1, we observe that the rejection ratio of SP500 rises considerably as a window size increases: 21.3% for $n = 240$, 26.6% for $n = 480$, and 44.3% for $n = 720$. This result confirms our finding that the subprime mortgage crisis had a large adverse impact on the stock market efficiency in the U.S. To see that, focus on Figure 10, where the window size is $n = 720$ (roughly 3 years). P-values are below 0.05 for most windows containing at least a day of the year 2008, and the number of those windows accounts for approximately 39% of all windows. In general, the share of windows containing at least a day of a specific year rises as a window size increases. It is therefore not surprising that, given the large influence of the subprime mortgage crisis on the U.S. market, the rejection ratio of SP500 rises as a window size increases.
5 Conclusion

The vast majority of the literature on testing for weak form efficiency of stock markets imposes serial independence or a martingale difference assumption under the null hypothesis. Serial independence rules out any form of conditional heteroskedasticity, and the mds property rules out higher level forms of dependence. It is thus of interest to perform white noise tests with little more than serial uncorrelatedness under the null hypothesis. A rejection of the white noise hypothesis is supposed to serve as a helpful signal of an arbitrage opportunity for investors, since it indicates the presence of non-zero autocorrelation at some lags.

We test for the white noise hypothesis of daily stock returns in Chinese, Japanese, U.K., and U.S. stock markets. Based on Shao (2011) and Hill and Motegi (2017), we perform the Cramér-von Mises test assisted by the blockwise wild bootstrap. In line with the adaptive market hypothesis, we run rolling window analysis to capture time-varying market efficiency. The present study is most likely the first to use of the blockwise wild bootstrap in a rolling window environment. The block structure inscribes an artificial periodicity in bootstrapped p-values or confidence bands across rolling windows, which we have successfully removed by randomizing the block size.

The degree of stock market efficiency differs noticeably across countries and sample periods, as asserted by the adaptive market hypothesis. For Shanghai and Nikkei, the white noise hypothesis is accepted in most windows, indicating that the Chinese and Japanese stock markets are weak form efficient throughout the sample period. The same goes for FTSE and SP500 as far as non-crisis periods are concerned. When FTSE and SP500 face greater uncertainty, namely the Iraq War and the subprime mortgage crisis, we tend to observe significantly negative autocorrelations. In those periods the white noise hypothesis is rejected, indicating that the U.K. and U.S. markets are inefficient. A negative correlation, in particular at low lags, signifies rapid changes in market trading, which is corroborated with high volatility due to non-informational traders.
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Appendix: Supplemental Analysis with Aggregated Data

In the main body of the paper, we analyze the daily stock prices. In this appendix, we analyze aggregated weekly and monthly stock prices to see how empirical results change. We compute weekly stock prices by picking a price on the last business day of each week. Similarly, we compute monthly stock prices by picking a price on the last business day of each month. Such an aggregation scheme is called stock aggregation, a natural way of aggregating stock variables like stock price indices.

In the main body of the paper, sample size is more than 3100 days for each market and the size of each rolling window is \( n \in \{240, 480, 720\} \) days (roughly 1, 2, and 3 years). Since aggregated data have much smaller sample sizes, we should reconsider the size of rolling windows. For weekly data, sample size is approximately 650 weeks and we set the window size to be \( n \in \{96, 144\} \) weeks (roughly 2 and 3 years). We do not consider \( n = 48 \) weeks (roughly a year) since white noise tests would have poor performance in such a small sample. For monthly data, sample size is 153 months and we set the window size to be \( n = 96 \) months (8 years). This is again a compromise to keep enough sample size for each rolling window.

As in the main body, we perform the Cramér-von Mises white noise test across rolling windows. We use the blockwise wild bootstrap with randomized block size. In Table A, we report the ratio of rolling windows where the null hypothesis of white noise is rejected at the 5\% level (cf. Table 1). The null hypothesis is accepted for most windows, suggesting that each market is weak form efficient throughout the whole sample period. The market inefficiency observed for daily FTSE and SP500 in the crisis periods disappear at the weekly and monthly levels. It is an intuitively reasonable result since the larger time span should make it easier for investors to fully exploit arbitrage opportunities, resulting in the higher degree of market efficiency.

Table A: Rejection Ratio of Cramér-von Mises Test over Rolling Windows (Aggregated Data)

<table>
<thead>
<tr>
<th></th>
<th>Weekly</th>
<th>Monthly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 96 )</td>
<td>( n = 144 )</td>
</tr>
<tr>
<td>Shanghai</td>
<td>0.027</td>
<td>0.014</td>
</tr>
<tr>
<td>Nikkei</td>
<td>0.007</td>
<td>0.017</td>
</tr>
<tr>
<td>FTSE</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>SP500</td>
<td>0.066</td>
<td>0.049</td>
</tr>
</tbody>
</table>