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Abstract

Since support vector machines for pattern classification are based on two-class classification problems, unclassifiable regions exist when extended to problems with more than two classes. In our previous work, to solve this problem, we developed fuzzy support vector machines for one-against-all and pairwise classifications, introducing membership functions. In this paper, for one-against-all classification, we show that fuzzy support vector machines are equivalent to support vector machines with continuous decision functions. For pairwise classification, we discuss the relations between decision-tree-based support vector machines: DDAGs and ADAGs and compare classification performance of fuzzy support vector machines with that of ADAGs.

1 Introduction

Unlike neural networks or fuzzy systems, support vector machines directly determine the decision function for two-class problems so that the generalization ability is maximized while minimizing the training error. Because of this formulation, extension to multiclass problems is not unique. Original formulation by Vapnik [1] is one-against-all classification, in which one class is separated from the remaining classes. By this formulation, however, unclassifiable regions exist. There are roughly three ways to solve this problem: one-against-all, pairwise, and simultaneous classifications.

In one-against-all classification, instead of discrete decision functions, Vapnik [2, p. 438] proposed to use continuous decision functions. Namely, we classify a datum into the class with the maximum value of the decision functions. Inoue and Abe [3] proposed fuzzy support vector machines, in which membership functions are defined using the decision functions.

In pairwise classification, the $n$-class problem is converted into $n(n-1)/2$ two-class problems. Kreßel [4] showed that by this formulation, unclassifiable regions reduce, but still they remain. To resolve unclassifiable regions for pairwise classification, Platt, Cristianini, and J. Shawe-Taylor [5] proposed decision-tree-based pairwise classification called Decision Directed Acyclic Graph (DDAG). Pontil and Verri [6] proposed to use rules of a tennis tournament to resolve unclassified regions. Not knowing their work, Kijsirikul and Ussivakul [7] proposed the same method and called it Adaptive Directed Acyclic Graph (ADAG). Abe and Inoue [8] extended one-against-all fuzzy support vector machines to pairwise classification.

In simultaneous formulation we need to determine all the decision functions at once [9, 10], [2, pp. 437–440], which results in simultaneously solving a problem with larger number of variables than the above mentioned methods.
The aim of our paper is to clarify the relationships between different multiclass architectures. First we prove that one-against-all fuzzy support vector machines are equivalent to one-against-all support vector machines with continuous decision functions. Then we show that ADAGs are a subset of DDAGs and that the generalization ability depends on the structure of decision trees. Finally, we show the difference of generalization regions for ADAGs, DDAGs, and fuzzy support vector machines.

In Section 2, we explain two-class support vector machines, and in Section 3 we prove the equivalence of one-against-all fuzzy support vector machines and one-against-all support vector machines with continuous decision functions. In Section 4 we define DDAGs, ADAGs, and fuzzy support vector machines for pairwise classification, clarify their relations, and compare performance of the fuzzy support vector machine with that of ADAGs.

2 Two-class Support Vector Machines

Let $m$-dimensional inputs $x_i (i = 1, \ldots, M)$ belong to Class 1 or 2 and the associated labels be $y_i = 1$ for Class 1 and $-1$ for Class 2. Let the decision function be

$$D(x) = w^t x + b,$$

where $w$ is an $m$-dimensional vector, $b$ is a scalar, and

$$y_i D(x_i) \geq 1 - \xi_i \quad \text{for} \quad i = 1, \ldots, M. \quad (2)$$

Here $\xi_i$ are nonnegative slack variables.

The distance between the separating hyperplane $D(x) = 0$ and the training datum, with $\xi_i = 0$, nearest to the hyperplane is called the margin. The hyperplane $D(x) = 0$ with the maximum margin is called the optimal separating hyperplane.

To determine the optimal separating hyperplane, we minimize

$$\frac{1}{2} \|w\|^2 + C \sum_{i=1}^{M} \xi_i \quad (3)$$

subject to the constraints

$$y_i (w^t x_i + b) \geq 1 - \xi_i \quad \text{for} \quad i = 1, \ldots, M, \quad (4)$$

where $C$ is the upper bound that determines the tradeoff between the maximization of the margin and minimization of the classification error. We call the obtained hyperplane soft margin hyperplane. The data that satisfy the equality in (4) are called support vectors.

To enhance separability, the input space is mapped into the high-dimensional dot-product space called feature space. Let the mapping function be $g(x)$. If the dot product in the feature space is express by $H(x,x') = g(x)^t g(x)$, $H(x,x')$ is called kernel function, and we do not need to explicitly treat the feature space. To simplify notations, in the following we discuss support vector machines with the dot product kernel. The extension to the feature space is straightforward.
3 One-against-all Support Vector Machines

3.1 One-against-all Classification with Continuous Decision Functions

For the conventional support vector machine, let the $i$th decision function, with the maximum margin, that classifies class $i$ and the remaining classes be

$$D_i(x) = w_i^T x + b_i,$$  \hspace{1cm} (5)

where $w_i$ is the $m$-dimensional vector and $b_i$ is a scalar.

The hyperplane $D_i(x) = 0$ forms the optimal separating hyperplane and, if the training data are linearly separable, the support vectors belonging to class $i$ satisfy $D_i(x) = 1$ and those belonging to the remaining classes satisfy $D_i(x) = -1$. For the conventional support vector machine, if for the input vector $x$

$$D_i(x) > 0$$  \hspace{1cm} (6)

satisfies for one $i$, $x$ is classified into class $i$. Since only the sign of the decision function is used, the decision is discrete.

If (6) is satisfied for plural $i$'s, or there is no $i$ that satisfies (6), $x$ is unclassifiable (the shaded regions in Fig. 1 are unclassifiable regions). To avoid this, datum $x$ is classified into the class:

$$\arg \max_i D_i(x).$$  \hspace{1cm} (7)

Since the continuous value of the decision function determines classification the decision is continuous.

Figure 1: Unclassifiable regions by the one-against-all formulation.
3.2 Fuzzy Support Vector Machines

Here we summarize fuzzy support vector machines discussed in [3]. We introduce the membership function to resolve unclassifiable regions, while realizing the same classification results for the data that satisfy (6) for one $i$. To do this, for class $i$ we define one-dimensional membership functions $m_{ij}(\mathbf{x})$ in the directions orthogonal to the optimal separating hyperplanes $D_j(\mathbf{x}) = 0$ as follows:

1. For $i = j$

$$m_{ii}(\mathbf{x}) = \begin{cases} 1 & \text{for } D_i(\mathbf{x}) \geq 1, \\ D_i(\mathbf{x}) & \text{otherwise}. \end{cases} \quad (8)$$

2. For $i \neq j$

$$m_{ij}(\mathbf{x}) = \begin{cases} 1 & \text{for } D_j(\mathbf{x}) \leq -1, \\ -D_j(\mathbf{x}) & \text{otherwise}. \end{cases} \quad (9)$$

Fig. 2 shows the membership function $m_{ii}(\mathbf{x})$. Since only the class $i$ training data exist when $D_i(\mathbf{x}) \geq 1$, we assume that the degree of class $i$ membership is 1, and otherwise, $D_i(\mathbf{x})$.

Here, we allow the negative degree of membership so that any data that are not on the boundary can be classified.

For $i \neq j$, class $i$ is on the negative side of $D_j(\mathbf{x}) = 0$. In this case, support vectors may not include class $i$ data but when $D_i(\mathbf{x}) \leq -1$, we assume that the degree of class $i$ degree of membership is 1 and otherwise, $-D_j(\mathbf{x})$. 
Using the minimum operator for \( m_{ij}(x) \) \((j = 1, \ldots, n)\), we define the class \( i \) membership function of \( x \):

\[
m_i(x) = \min_{j=1,\ldots,n} m_{ij}(x).
\]  

(10)

The shape of the resulting membership function is the truncated polyhedral pyramid [11, pp. 76–78] in the feature space.

Now the datum \( x \) is classified into the class

\[
\arg \max_{i=1,\ldots,n} m_i(x).
\]

(11)

According to the above formulation, the unclassifiable regions shown in Fig. 1 are resolved as shown in Fig. 3.

Figure 3: Extended generalization regions.

### 3.3 Equivalence of FSVMs and SVMs with Continuous Decision Functions

Here we show that one-against-all fuzzy support vector machines with the minimum operator are equivalent to one-against-all support vector machines with continuous decision functions.

If \( x \) satisfies

\[
D_k(x) \begin{cases} 
> 0 & \text{for } k = i, \\
\leq 0 & \text{for } k \neq i, k = 1, \ldots, n,
\end{cases}
\]

(12)

from (8) and (9), \( m_i(x) \geq 0 \) and \( m_j(x) < 0 \) \((j \neq i, i = 1, \ldots, n)\) hold. Thus, \( x \) is classified into class \( i \). This is equivalent to the condition that (6) is satisfied for one \( i \) and is equivalent to (7).
Now we assume, without loss of generality, that (6) is satisfied for \( k = 1, \ldots, l \) \((l > 1)\). We also assume that \( D_s(x) \) \((s \in \{1, \ldots, l\}\) takes the maximum value among \( D_k(x) \) \((k = 1, \ldots, n)\). Then,

\[
D_k(x) > 0 \quad \text{for} \quad k = 1, \ldots, l, \tag{13}
\]
\[
D_k(x) \leq 0 \quad \text{for} \quad k = l + 1, \ldots, n. \tag{14}
\]

Thus from (8) to (10), \( m_k(x) \) is given as follows.

1. For \( k = 1, \ldots, l \)

   Since

   \[
   m_{kj}(x) = \begin{cases} 
   \min(1, D_k(x)) > 0 & \text{for} \quad j = k, \\
   -D_j(x) < 0 & \text{for} \quad j = 1, \ldots, l, j \neq k, \\
   \min(1, -D_j(x)) \geq 0 & \text{for} \quad j = l + 1, \ldots, n,
   \end{cases}
   \]

   \[
   m_k(x) = \min_{j=1,\ldots,l,j\neq k} -D_j(x) < 0. \tag{15}
   \]

   Thus, \( m_s(x) \) is the largest among \( m_k(x) \) \((k = 1, \ldots, l, k \neq s)\):

   \[
   m_s(x) = \min_{j=1,\ldots,l,j\neq s} -D_j(x) > m_k(x). \tag{16}
   \]

2. For \( k = l + 1, \ldots, n \)

   Since

   \[
   m_{kj}(x) = \begin{cases} 
   D_k(x) \leq 0 & \text{for} \quad j = k, \\
   -D_j(x) < 0 & \text{for} \quad j = 1, \ldots, l, \\
   \min(1, -D_j(x)) \geq 0 & \text{for} \quad j = l + 1, \ldots, n, j \neq k,
   \end{cases}
   \]

   \[
   m_k(x) = \min \left( D_k(x), \min_{j=1,\ldots,l} -D_j(x) \right) < 0. \tag{17}
   \]

   Thus if

   \[
   D_k(x) < \min_{j=1,\ldots,l} -D_j(x)
   \]

   \( m_k(x) = D_k(x) \) holds. And if

   \[
   D_k(x) \geq \min_{j=1,\ldots,l} -D_j(x),
   \]

   \( m_k(x) = -D_s(x) \) holds.
Thus from Cases 1 and 2, \( m_s(x) \) takes the maximum value among \( m_k(x) \) \( (k = 1, \ldots, n) \); \( x \) is classified into class \( s \). This is equivalent to (7).

Let (6) is not satisfied for any class. Then,

\[
D_i(x) \leq 0 \quad \text{for} \quad j = 1, \ldots, n. \tag{18}
\]

Then (10) is given by

\[
m_i(x) = D_i(x). \tag{19}
\]

Thus the maximum degree of membership corresponds to the maximum value of \( D_k(x) \). This is equivalent to (7).

Therefore, fuzzy support vector machines are equivalent to support vector machines with continuous decision functions.

4 Pairwise Support Vector Machines

4.1 DDAGs and ADAGs

In pairwise classification, we determine \( n(n-1)/2 \) decision functions for all pairs of classes. Let the decision function for class \( i \) against class \( j \), with the maximum margin, be

\[
D_{ij}(x) = w_{ij}^t x + b_{ij}, \tag{20}
\]

where \( w_{ij} \) is the \( m \)-dimensional vector, \( b_{ij} \) is a scalar, and \( D_{ij}(x) = -D_{ji}(x) \).

For the input vector \( x \), we calculate

\[
D_i(x) = \sum_{j \neq i,j=1}^n \text{sign}(D_{ij}(x)) \tag{21}
\]

and classify \( x \) into the class

\[
\arg \max_{i=1,\ldots,n} D_i(x). \tag{22}
\]

But if (22) is satisfied for plural \( i \)’s, \( x \) is unclassifiable. In the shaded region in Fig. 4, \( D_i(x) = 1 \) \( (i = 1, 2, \text{and} 3) \). Thus the shaded region is unclassifiable.

To resolve unclassifiable regions for the pairwise classification, Platt, Cristianini, and J. Shawe-Taylor [5] proposed decision-tree-based pairwise classification called Decision Directed Acyclic Graph (DDAG). Fig. 5 shows the decision tree for the three classes shown in Fig. 4. In the figure, 7 shows that associated class is not \( i \). As the top-level classification, we can choose any pair of classes. And except for the leaf node if \( D_{12}(x) > 0 \), we consider that \( x \) does not belong to class \( j \). If \( D_{12}(x) > 0, x \) does not belong to Class 2. Thus it belongs to either Class 1 or 3, and the next classification pair is Classes 1 and 3. The generalization regions become as shown in Fig. 7. Unclassifiable regions are resolved but clearly the generalization regions depends on the tree formation.

and called it Adaptive Directed Acyclic Graph (ADAG). For three-class problems, the ADAG is equivalent to the DDAG. Reconsider the example shown in Fig. 4. Let the first round matches be \{Class 1, Class 2\} and \{Class 3\}. Then for an input \(x\), in the first match, \(x\) is classified into Class 1 or Class 2, and in the second match \(x\) is classified into Class 3. Then the second round match is either \{Class 1, Class 3\} or \{Class 2, Class 3\} according to the outcome of the first round match. The resulting generalization regions for each class are the same as those shown in Fig. 6. Thus for three-class problems there are three different ADAGs, each having an equivalent DDAG.

When the number of classes is more than three, the set of ADAGs is included in the set of DDAGs. In general, for an ADAG including \(n\) classes, we can generate an equivalent DDAG. But the reverse is not true for \(n \geq 4\). The number of different ADAGs for an \(n\) class problem is given by \(n!/(2^\lceil n/2\rceil 2^\lfloor n/2\rfloor \cdots 2^0)\), where \(\lfloor x\rfloor\) is the maximum integer that does not exceed \(x\). According to the computer experiments [12, 7], classification performance of the two methods is almost identical. Thus in the following computer experiments, we compare ADAGs with fuzzy support vector machines.
4.2 Fuzzy Support Vector Machines

Similar to one-against-all support vector machines, we introduce the membership function to resolve unclassifiable regions while realizing the same classification results with that of the conventional pairwise classification [8]. To do this, for the optimal separating hyperplane $D_{ij}(\mathbf{x}) = 0$ ($i \neq j$) we define one-dimensional membership functions $m_{ij}(\mathbf{x})$ in the directions orthogonal to $D_{ij}(\mathbf{x}) = 0$ as follows:

$$m_{ij}(\mathbf{x}) = \begin{cases} 1 & \text{for } D_{ij}(\mathbf{x}) \geq 1, \\ D_{ij}(\mathbf{x}) & \text{otherwise.} \end{cases}$$

(23)

Using $m_{ij}(\mathbf{x})$ ($j \neq i$, $j = 1, \ldots, n$), we define the class $i$ membership function of $\mathbf{x}$ using the minimum operator:

$$m_i(\mathbf{x}) = \min_{j=1,\ldots,n} m_{ij}(\mathbf{x}).$$

(24)
Now an unknown datum \( x \) is classified into the class
\[
\arg \max_{i=1,\ldots,n} m_i(x).
\] (25)

Equation (24) is equivalent to
\[
m_i(x) = \min \left( 1, \min_{j \neq i, j=1,\ldots,n} D_{ij}(x) \right).
\] (26)

Since \( m_i(x) = 1 \) holds for only one class, (26) reduces to
\[
m_i(x) = \min_{j \neq i, j=1,\ldots,n} D_{ij}(x),
\] (27)
assuming that \( m_i(x) \) takes a value larger than 1.

The unclassifiable region shown in Fig. 4 is resolved as shown in Fig. 7.

In general, fuzzy support vector machines resolve unclassifiable regions in the way that does not favor any classes, but decision-tree-based support vector machines favor one or some classes.

### 4.2.1 Comparison of Decision-tree-based and Fuzzy Support Vector Machines

We compared the maximum, minimum, and average recognition rates of the test data for ADAGs and the recognition rate of the pairwise fuzzy support vector machine. Table 1 lists the data sets used in our study [11]. In the table, TRAIN. and TEST denote the numbers of training and test data, respectively. We used the dot product kernel, polynomial kernel: \((x^t x' + 1)^d\), and RBF kernel: \(\exp(-\gamma \|x - x'\|^2)\). We trained support vector machines by the steepest ascent method [13] with \( C = 5000 \).

<table>
<thead>
<tr>
<th>DATA</th>
<th>INPUTS</th>
<th>CLASSES</th>
<th>TRAIN.</th>
<th>TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thyroid</td>
<td>21</td>
<td>3</td>
<td>3772</td>
<td>3428</td>
</tr>
<tr>
<td>Blood cell</td>
<td>13</td>
<td>12</td>
<td>3097</td>
<td>3100</td>
</tr>
<tr>
<td>Hiragana</td>
<td>13</td>
<td>38</td>
<td>8375</td>
<td>8356</td>
</tr>
</tbody>
</table>

Table 2 shows the performance comparison for the conventional pairwise support vector machine (SVM), pairwise fuzzy support vector machine (FSVM), and ADAGs. For ADAGs, the maximum, minimum, and average recognition rates of the test data are shown. Poly4 denotes the polynomial kernel with degree 4 and RBF10 denotes the RBF kernel with \( \gamma = 10 \). The column NUM shows the number of ADAGs whose recognition rates are larger than or equal to that of the FSVM. The numeral in parentheses is the percentage of occurrence.

For the thyroid data since the number of classes is three, there are only three different ADAGs. The total number of ADAGs for the blood cell data is 467,775 and we generated
all the ADAGs and randomly selected 47,006 ADAGs. The total number of ADAGs for the hiragana data is $3.8 \times 10^{38}$ and we randomly generated 40,000 ADAGs.

From the table, FSVM and ADAG performed better than SVM and FSVM performed better than or comparable to the average ADAG. For the thyroid data, the training data for Class 3 occupy 92% of the total training data and ADAG = \{1, 2\}, \{3\}, in which the unclassifiable region is labeled as Class 3, showed the best or second best performance. Thus the biased data distributions might make ADAG perform better than FSVM for the dot product and RBF kernels. For the blood cell and hiragana data, the rates that ADAG performed better or equal to FSVM are small. In addition, even if the maximum recognition rates of ADAG exceed the recognition rates of FSVM, the differences are small.

Table 2: Performance of pairwise SVMs in %

<table>
<thead>
<tr>
<th>DATA</th>
<th>KERNEL</th>
<th>SVM</th>
<th>FSVM</th>
<th>ADAG</th>
<th>NUM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Ave</td>
<td>Max</td>
</tr>
<tr>
<td>Dot</td>
<td>97.40</td>
<td>97.17</td>
<td>97.37</td>
<td>97.28</td>
<td>1</td>
</tr>
<tr>
<td>Thyroid</td>
<td>Poly4</td>
<td>96.59</td>
<td>96.30</td>
<td>96.40</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RBF10</td>
<td>95.10</td>
<td>95.16</td>
<td>95.25</td>
<td>2</td>
</tr>
<tr>
<td>Blood</td>
<td>Dot</td>
<td>91.32</td>
<td>90.58</td>
<td>91.01</td>
<td>1237</td>
</tr>
<tr>
<td></td>
<td>Poly4</td>
<td>92.32</td>
<td>91.42</td>
<td>91.88</td>
<td>0</td>
</tr>
<tr>
<td>Cell</td>
<td>RBF10</td>
<td>91.74</td>
<td>91.52</td>
<td>91.64</td>
<td>5290</td>
</tr>
<tr>
<td>Hiragana</td>
<td>Dot</td>
<td>99.53</td>
<td>99.15</td>
<td>99.34</td>
<td>2655</td>
</tr>
<tr>
<td></td>
<td>Poly4</td>
<td>99.65</td>
<td>99.39</td>
<td>99.51</td>
<td>252</td>
</tr>
<tr>
<td></td>
<td>RBF0.1</td>
<td>99.70</td>
<td>99.51</td>
<td>99.60</td>
<td>1</td>
</tr>
</tbody>
</table>
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5 Conclusions

To resolve or reduce unclassifiable regions caused by multiclass problems, one-against-all or pairwise support vector machines or their variants are usually used.

In this paper, we compared multiclass support vector machines theoretically and by computer experiments. For one-against-all support vector machines, we proved that fuzzy support vector machines with truncated polyhedral pyramidal membership functions in the feature space are equivalent to support vector machines with continuous decision functions. For pairwise support vector machines we showed that DDAGs, which are based on the decision tree, include ADAGs, which are based on rules of a tennis tournament.
Finally we demonstrated by computer experiments that pairwise fuzzy support vector machines performed better than average ADAGs.
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